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Atomistic tight-binding theory of multiexciton complexes in a self-assembled InAs quantum dot
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We present atomistic tight-binding theory of electronic structure and optical properties of InAs/GaAs self-
assembled quantum dots. The tight-binding model includes zincblende symmetry, faceting, and sp>d>s* atomic
orbitals accounting for interband and intervalley couplings. The equilibrium positions of atoms are calculated
using valence force field method and modification of the tight-binding Hamiltonian due to strain is accounted
for using Harrison’s law. The electronic and optical properties of multiexciton complexes are then determined
by diagonalizing the many-body Hamiltonian for interacting electrons and holes using the configuration-
interaction approach. The calculations of strain distribution approach 10% atoms while the electron and valence
hole single-particle states are calculated by diagonalization of the Hamiltonian matrix with size on the order of
107. The dependence of predicted electronic and optical properties on InAs/GaAs valence-band offset and InAs
absolute valence-band deformation potentials are described. The reliability of the atomistic calculations is
assessed by comparison with results obtained from the effective bond orbital model and empirical pseudopo-

tentials method.
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I. INTRODUCTION

Self-assembled quantum dots (SADs) (Refs. 1-3) involve
millions of atoms and their electronic properties cannot at
present be computed using ab initio methods, such as, e.g.,
GW-BSE approach.* Approximate methods, capturing atom-
istic structure of quantum dots and their matrix, include
tight-binding>'? and pseudopotential'3'¢ approaches. One
of the approximate methods, valence force field-tight-
binding-configuration interaction (VFF-TB-CI) discussed
here, involves three steps:>®!"17 (a) calculation of equilib-
rium position of constituent atoms using VFF model, (b)
calculation of quasielectron and quasihole states (equivalent
to the GW step) using a linear combination of atomic orbitals
(LCAO) approach in a TB approximation, and (c) inclusion
of final-state interactions by defining an effective Hamil-
tonian of interacting excited quasiparticles, diagonalized us-
ing the CI method. The approximate nature of such an ap-
proach requires careful analysis of results, and in particular
an analysis of sensitivity of results to approximations made.
Benefits include predictive capability allowing us to under-
stand the dependence on size, geometry, composition, and
external electric and magnetic fields of the electronic and
optical properties of SADs.

In this paper we present results of the VFF-TB-CI meth-
odology applied to InAs/GaAs SADs, with convergent strain
distribution computed using the VFF approach for hundreds
of millions of atoms, the electron and hole single-particle
(SP) states computed using the 20-band sp>d’s* tight-binding
model for millions of atoms, and energies, states, and emis-
sion spectra from up to ten exciton complexes obtained in
the configuration-interaction method. In the VFF calculation
we use the Keating model with material parameters derived
from bulk elastic constants c,-j.lg The TB parameters for un-
strained InAs and GaAs are obtained by fitting of the TB
bulk band edges and effective masses to those obtained in
experiment or by ab initio calculations, with the valence-
band offset (VBO) built into the parameter set.!'” The depen-
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dence of band edges on lattice deformation computed using
density-functional theory (DFT) (Ref. 19) is used to find
strain corrections to TB parameters. We generate two sets of
parameters corresponding to two DFT results predicting op-
posite behavior of the valence-band edge. The Coulomb ma-
trix elements needed for CI are obtained with TB wave func-
tions involving ~10® orbitals, with on-site terms computed
by approximating the TB basis with Slater orbitals. The in-
teractions are screened by a distance-dependent dielectric
function. In the CI step, typically ~10* configurations are
used as a basis for each multiexciton system, while emission
spectra are calculated from Fermi’s golden rule.

We illustrate the method by computing the electronic and
optical properties of a lens-shaped SAD. We find that in both
cases the quasielectron states are organized in degenerate
shells, a result independent of the VBO and strain param-
eters. The quasihole states are sensitive to these constants
and do not reveal a shell structure for the lens-shaped dot.
We study the signature of this sensitivity in multiexciton
emission spectra. The reliability of the atomistic calculations
is assessed by comparison with results obtained from the
effective bond orbital model (EBOM) rooted in the k-p ap-
proximation and empirical pseudopotentials method of
Zunger and co-workers.

The paper is organized as follows. Section II contains the
definition of the geometry of the system. Next we discuss the
details of the model, starting with the calculation of strain
(Sec. II), the tight-binding model for electronic-structure
calculation (Sec. IV) and the coupling of these two elements
(Sec. V). Sections VI and VII discuss the resulting evolution
of the bulk bands as a function of strain, and their sensitivity
to the valence-band offset, respectively. In Sec. VIII we out-
line the calculations of the Coulomb and dipole matrix ele-
ments, while in Sec. IX we describe the computational pro-
cedure used to diagonalize the many-body Hamiltonian.
Section X presents a detailed discussion of all aspects of our
VFF-TB-CI computation on the example of a lens-shaped
quantum dot. Finally, in Sec. XI we summarize the paper.
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II. GEOMETRY DEFINITION

We start with InAs quantum dots embedded in GaAs. We
define the size and shape of InAs quantum dot and embed the
dot in a box of barrier GaAs material. In, As, and Ga atoms
are placed on the sites of GaAs zincblende lattice. The di-
mension of the surrounding GaAs box defines the size of the
computational domain.

The theory will be illustrated by calculations carried out
for a lens-shaped quantum dot, for which results of EBOM
and pseudopotential calculations are available. The height of
the dot is £=3.5 nm and the base diameter is D=25 nm.
The center of the base of the quantum dot is placed on the
anion (As) atom. The dot is placed on one lattice constant
(~0.6 nm) thick wetting layer.

III. ATOMISTIC CALCULATION OF STRAIN

There is a ~7% lattice mismatch between InAs and
GaAs. The resulting strain is the driving force for the growth
of self-assembled quantum dots. It also plays an important
role in determining their electronic and optical properties.
We use the approach in which the strain calculation process
is equivalent to finding atomic positions that minimize the
total elastic energy. At the same time the knowledge of
atomic positions is a prerequisite for the atomistic calcula-
tion of the electronic structure.

In the continuous elasticity theory?” the elastic energy is
defined as a sum of local distortions of a continuous medium
discretized on a computational grid. Unfortunately, this ap-
proach neglects atomistic details of interfaces and the lack of
inversion symmetry of the zincblende lattice. Here, we use
the atomistic approach of Keating,?!' in which the total elastic
energy Er o7 contains the stretching and bending terms from
each atomic bond

N nn
1 .
Eror= EE E Aij[(Ri - Rj)2 - d?j]z
i=1 j=1
N nn nn 1 2
+2 2 2 By (Rj_Ri)(Rk_Ri)_gdijdik
i=1 j=1 k=j+1

(1)

Here, I?i denotes the position of the ith atom, d;; is the bulk
bond length between the ith and jth atoms, and A;; and B;;;
are material-dependent elastic parameters. The summations
go over N atoms and nearest neighbors (nn). We start from a
uniform lattice with GaAs lattice constant and to obtain
strain field, we minimize total elastic energy with respect to
the atomic positions using the conjugate gradient algorithm.
The equilibrium positions of atoms are displaced from those
in the bulk, and these displacements, i.e., the lengths and
directions of atomic bonds, vary across the sample. As a
measure of the displacement field, distribution of strain ten-
sor elements across the sample is then computed by compar-
ing the deformed zincblende unit cells with their unstrained
bulk counterparts.?”

Because strain is long ranged, the GaAs buffer (computa-
tional domain) used in the strain-energy minimization must
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be large enough to ensure that the strain fields vanish at the
GaAs buffer boundaries. Lee et al.?? investigated in detail the
vertical size of the GaAs buffer needed to obtain vanishing
hydrostatic strain at the box boundaries.

IV. ATOMISTIC TIGHT-BINDING ELECTRONIC-
STRUCTURE CALCULATION

With the equilibrium atomic positions known, we can at-
tempt to calculate the single-particle electronic structure of
the system. The single-particle spectrum describes a quasi-
particle moving in a field of atoms and dressed by interaction
with all other electrons. The quasiparticle Hamiltonian in
GW approximation reads*

I:IQP = ﬁ2/2m + Vazomic(F) + VHartree(?) + E(Ea F), (2)

where V,,,,...(F) is the sum of atomic potentials, Vi, ree(7) is
the Hartree potential produced by all electrons, and 2(E, 7) is
the energy-dependent self-energy due to exchange and cor-
relation. In the density-functional approximation the self-
energy is replaced by the exchange-correlation potential. If
we were able to carry out fully self-consistent density-
functional calculations, the Kohn-Sham Hamiltonian would
have been expressed in terms of atomic, Hartree, and
exchange-correlation potentials, themselves functionals of
electronic density. Since we do not know the Hamiltonian,
we parametrize it in a tight-binding form by first expanding
the wave function in a basis of atomic orbitals

$=3 ciulRa). 3
R,a

and next forming the Hamiltonian matrix in the atomic basis.
By comparison, in a pseudopotential approach!>-1¢ the
atomic, Hartree, and self-energy potentials are replaced by a
sum of effective atomic potentials. These atomic potentials
are next used to generate one-electron potential of the nano-
structure.

In our tight-binding approach the wave function on each
atom is described by ten valence orbitals for each spin: one
of type s, three of type p, five of type d, and an additional s”
orbital that accounts for higher lying states. Each orbital is
doubly spin degenerate, thus resulting in a total of 20 bands.
The resulting Hamiltonian of quasiparticle in an N-atom
quantum dot, written in the language of second quantization,
reads

N 20 N 20
A N 4
HTB = E E €iaCioCiat 2 E )\ia,ﬁciaciﬁ
=l a=1 i=1 a=1,B=1
N 4 20

+E 2 E tia,jﬁcg’acjﬁ, (4)

i=1 j=1 a,p=1

where ¢ (c;,) is the creation (annihilation) operator of a car-
rier on the orbital « localized on the site i, €, is the corre-
sponding on-site energy, and t;, ;3 describes the hopping of
the particle between orbitals on neighboring sites. Coupling
to farther neighbors is neglected. Finally, \;, 3 accounts for
the spin-orbit interaction by introducing finite matrix ele-
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ments A connecting p orbitals of opposite spin, residing on
the same atom, following the description given by Chadi.”
For example, (p,,T|H y=—iA. Spin-orbit-type coupling
between d-type orbitals is neglected. Here we assume that
each site holds 20 orbitals and is surrounded by four neigh-
bors.

Hopping, i.e., off-diagonal matrix elements of our Hamil-
tonian are calculated according to the recipe given by Slater
and Koster.?* In this approach the hopping matrix elements
liajp are expressed as geometric functions of two-center in-
tegrals and depend only on the relative positions of the atoms
i and j. Contributions from three-center and higher integrals
are neglected. For example, if the two atoms are connected
by a bond along the x axis then orbitals s and p, create a 7
bond and the matrix element #, = =V ». »=0 vanishes because
of the symmetry. On the other hand, 'if the direction of the
bond is along y axis, i.e., vertical, then the bond is of a o
type and 7,, =V, is finite. In the general case the
nearest neighbors are connected by bonds of any direction

=|d|(I£+m¥+nz), with d being the bond length and I, m,
n—the direction cosines. Then the tunneling 7, , element can
be expressed in terms of projecting the p, orbital onto the
bond and in the direction perpendicular to it. Since the per-
pendicular projections give m-type bonds, their contribution
is zero. The Hamiltonian matrix element is thus
lisip, =nVp Similar sets of rules are defined for all other
t-matrix elements.”*

This approach reduces the number of unknown matrix
elements as they can be related via Slater-Koster rules to a
relatively small subset of two-center integrals Vg ,. This is
particularly useful within the framework of empirical tight
binding, where E,, Ao and Vap,y Parameters are not di-
rectly calculated, but rather obtained by fitting? the TB bulk
model results to experimentally known band gaps and effec-
tive masses at high-symmetry points of the Brillouin zone.
We want to stress here that we are fitting TB model not only
to bulk properties at I" point, but also at X and L points to
account for multivalley couplings.

The most frequent parameterizations used so far are given
in Refs. 17, 18, and 26. These previous works demonstrated
that the inclusion of d orbitals in the basis allows to obtain
much better fits of the masses and energy gaps to the target
material values. In particular, the treatment of the
conduction-band edge is significantly improved, which is im-
portant for small nanostructures.”’ In this work we use our
own parameterization, analogous to work by Klimeck
et al.,"” but giving better agreement with target bulk proper-
ties. More details will be presented in our future work.

In order to address the treatment of the interface between
InAs and GaAs we note that this two materials share the
same anion (arsenic). Thus during the fitting procedure diag-
onal matrix elements on arsenic are kept the same in both
materials. This approach removes the necessity of averaging
on-site matrix elements for interface atoms. Additionally, to
account for the BO between the materials forming the inter-
face, fit for InAs is performed in such a way that it includes
band offset, i.e., the top of the valence band of InAs is set to
be equal to the band offset value. This removes the necessity
of shifting values of diagonal matrix element for interface
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atoms, which would result in two different sets of parameters
for arsenic: one for InAs and another for GaAs. We analyze
the importance of the choice of the VBO in Sec. X.

Finally, there is a second type of interface that arises on
the edges of the computational box. There, the appearance of
free surfaces leads to the existence of dangling bonds. Their
presence results in spurious surface states, with energy inside
of the gap of the barrier material, making it difficult to dis-
tinguish spurious states from the single-particle states of the
quantum dot. A dangling-bond-energy shift that mimics the
passivation procedure, described in Ref. 21 is performed in
order to shift the energies of surface-localized states away
from the energies corresponding to confined QD orbitals.

Finally, a parallel Lanczos diagonalizer with Kramers
symmetry is used to resolve the Kramers-degenerate dou-
blets. We performed a systematic study (similar to the one in
Ref. 22) of the effect of the size of the tight-binding compu-
tational domain on the convergence of energies and wave
functions of states confined in a quantum dot. This allowed
us to ensure that the TB domain is large enough so that
further extension of the computational box would change the
single-particle energies by less then a small fraction of mil-
lielectron volt. Because the computational domain necessary
for the converged tight-binding calculation involves (case-
dependent) =1 million atoms, resulting tight-binding matri-
ces are very large, i.e., (=20 million by 20 millon). This
presents a significant numerical problem, but utilizing matrix
sparsity, parallel computer and the fact that we need only
several lowest electron and hole states, and not the entire
Hamiltonian eigenspectrum, we achieved linear scaling as a
function of the number of atoms.

V. INCLUSION OF STRAIN INTO TIGHT-BINDING
HAMILTONIAN

As mentioned above, tight-binding parameters are ob-
tained by fitting the bulk TB band structure to experimentally
measured band structure of the unstrained bulk semiconduc-
tors. Since strain changes bond angles and lengths, the
Hamiltonian matrix elements change as well. The Slater-
Koster approach is particularly convenient in introducing the
strain effects into the model since changes in bond angles are
taken into account by the set of rules involving direction
cosines.

To account for changes in bond lengths we use a general-
ized version of Harrison law:* V5 = Vgﬁ Adi;/dy)7, where
W ap,y 1 two-center integral for the unstrained case, d;;/dy is
the ratio of the new to old (ideal) bond length d scaled by the
exponent 7, value of which will be discussed later. Modified
Vapy are used to build tight-binding Hamiltonian for the
strained system.

Boykin et al.'® argued that because tight-binding orbitals
are not true atomic orbitals, but rather they are the orthogo-
nalized Lowdin orbitals, the diagonal matrix elements might,
in principle, also vary in response to displacements of neigh-
boring atoms. Similarly, Jancu et al.?® introduced uniaxial
strain-induced splitting of otherwise degenerate d,,, d,,, and
d,, levels. These authors claim that uniaxial strain induces a
tetragonal crystal field which lifts the degeneracy of the d
atomic levels.
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FIG. 1. (Color online) InAs band edges as a function of the
hydrostatic deformation Tr(e) as calculated with our tight-binding
model fitted to reproduce Bir-Pikus model for two different values
of valence band absolute deformation potential (a) a,=1.0 and (b)
a,=-1.0. InAs band edges under biaxial strain as calculated with
our model fitted to reproduce (c) Bir-Pikus model (a,=—1.0 eV)
and (d) DFT calculation (a,=-0.88 eV).

To summarize, both models include modification of on-
site (diagonal) matrix elements due to strain, and we follow
the model developed by Klimeck as it is more general and
not limited to the case of the uniaxial strain. In this approach
we have

0 '
.. —fe -
R 0 _ . RaR'B "RaR'B
€Ra= €f,+ QE > Crakig 9 0 > (5)
Renn B 61_:’01+ER"B

where C are empirical material parameters, yet to be deter-
mined.

VI. BAND EVOLUTION AS A FUNCTION OF STRAIN

In the original work by Harrison,?® % was assumed to be
the same for all integrals Vg .. It was also determined to be
equal to 2.0 by comparison of the TB model with the nearly
free-electron model. In this work we fit the parameters 7 and
C to match evolution of bulk band edges given by the Bir-
Pikus (BP) model®® with experimentally measured deforma-
tion potentials for the case of hydrostatic strain. However, we
note that there is ongoing discussion3*-3? in literature regard-
ing the sign of the absolute hole band deformation potentials
a,, both for InAs and GaAs. Henceforth we compare the
results obtained using positive and negative values of a,.

Figures 1(a) and 1(b) show evolution of InAs band edges
as a function of hydrostatic deformation given as Tr(e),
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where € is the hydrostatic strain tensor as calculated with our
tight-binding model fitted to reproduce the Bir-Pikus model?
for two different values of absolute valence-band deforma-
tion potential, (a) a,=1.0 and (b) a,=-1.0. In this model, for
purely hydrostatic strain, the light and heavy holes remain
degenerate and the evolution of the top of the valence band is
given as

E,=E’+a, Tr(e), (6)

where ES is unstrained bulk top of the valence band.

Arrows denote different trend of the heavy/light hole band
evolution as a function of compressive strain. The a, param-
eter is important for confined system as it determines
whether the confining potential for holes becomes deeper or
shallower under hydrostatic strain. We note that other authors
used both positive a, (Ref. 20) and negative a,, (Ref. 15) in
their calculation.

The strain in self-assembled quantum dots is not purely of
hydrostatic kind, there is also a significant biaxial strain con-
tribution. For the more complicated case of the biaxial strain
we fit the tight-binding model to reproduce results obtained
by both the Bir-Pikus model, and more elaborate DFT."

Additionally, after the VFF strain relaxation, the in-plane
lattice distances (“constants”) in the wetting layer and in the
quantum dot itself are strongly distorted from InAs bulk
equilibrium value, almost matching that of GaAs. Because of
this it is important to fit TB Hamiltonian to reproduce not
only the evolution of band edges for small deformation (de-
formation potentials) but also band trends in a wide range of
deformation.

Figures 1(c) and 1(d) show the evolution of InAs band
edges under biaxial strain as calculated with our model fitted
to reproduce (c) Bir-Pikus model (with a,=-1.0) and (d)
DFT calculation® (a,=-0.88). We were able to achieve a
much better fit to DFT than to the simple Bir-Pikus case, as
Bir-Pikus model, compared to DFT, overestimates the energy
evolution of the bottom of conduction band by almost 0.2 eV
(dashed line). Such a difference will result in a similar, sig-
nificant differences of energies of confined quantum dot
states as described later on.

In order to combine both hydrostatic and biaxial strain in
one set of parameters we developed a genetic algorithm that
performs simultaneous fit to hydrostatic and biaxial strain
cases.>* In the later part of the work we will analyze the
properties of electron and hole states as a function of differ-
ent strain coupling methods.

VII. VALENCE-BAND OFFSET

Apart from the uncertainty of the sign of the absolute
InAs (GaAs) valence-band deformation potential there is
also a considerable spread in the values reported for the
InAs/GaAs valence-band offset.>>3¢ The reported values
vary from 60 to 330 meV. Although specific choice of VBO
will not affect the effective QD gap significantly,'? large dif-
ferences between extreme VBO values, combined with un-
certainty of a,, may correspond to a very different confining
potential profile for the hole states depending on the choice
of parameters. In this work we will study these problems by
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using two different band offset values: VBO=210 meV as
“recommended” by Ref. 35 and consistent with Ref. 36 and
VBO=60 meV obtained by Wei and Zunger*® and used by
Zunger and co-workers in their empirical pseudopotential
calculations.!>:10

VIII. COULOMB AND DIPOLE MATRIX ELEMENTS

Once single-particle energy states are found, the next step
is the calculation of many-body states of excited electrons
and holes populating single-particle levels. The interaction of
electrons and holes and their interaction with light requires
calculation of Coulomb and dipole matrix elements.

In a GW approach one calculates the effective interaction
W self-consistently. Not being able to carry out this calcula-
tion, we assume a statically screened Coulomb interaction.
Hence the Coulomb matrix elements V;j; are given by

&2
zjkl ff@f’ (71)¢(72)—¢k(72)¢1(”1)
( ry,r 2)| r = |
(7)

where €(7},7,) is the position-dependent dielectric function,
¢ are single-particle wave functions obtained by diagonaliza-
tion of the tight-binding Hamiltonian and given as LCAO

=2 g lRa). (8)
R«

If we substitute ¢; in this LCAO form into the formula (7),
we get

!
Vi = 2 E 2 2 CRlal Rzaz R3“3CR40‘4

Rlal R2a2 R3a3 R4a4
2

)|"1

In the separate out the
(R,=R,=R;=R,) and use for them the unscreened Coulomb
interaction with dielectric constant e=1. In the remaining
terms we take the Coulomb interaction screened by the bulk
dielectric constant. In the derivation we take into account
only two-center contributions (i.e., §1=§4 and §2=§3) and
assume that for sites which are far apart the exact structure of
the localized orbitals is not important’ (i.e., in the integral we
set r*1=131 and ;72:132). As a result we obtain an approximate
form of Coulomb matrix elements

V=S S :

ok ¢
2 Rlal Rl a; CRzachzaz Ié’ R’
R, Ry#R, @ R, - Ry

ko1
+2 X CRIalcklachlale%

R} M1®a3ay

><(1'316Y17Rza2| 7l |Ryaz,Rya).  (9)
b

sums  we onsite  terms

2

" - e

X(Rja1, Ry =
|7y = 7|
The first term is the long-range contribution to the two-center
integral built from the monopole interaction of two charge
densities localized at different atomic sites. The second term

|1€1a3,151a4>. (10)
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is the on-site unscreened part, calculated by direct integration
using atomic orbitals. As a first step, following Refs. 8 and 9
we model the tight-binding orbitals with atomic Slater orbit-
als. This approximation does not account for the monopole-
dipole and dipole-dipole contributions,>” which will be in-
vestigated in the future in relation with electron-hole
exchange interactions.

In the calculation of Coulomb matrix elements we ap-
proximate LCAO basis orbitals by Slater orbitals. Lee et al.®
investigated different orbitals, including nonorthogonal
Slater and both nonorthogonal and orthogonalized Gaussian-
type orbitals. The authors found the dependence of the re-
sults on the choice of basis orbitals decreasing quickly with
the increasing dot size. They found that for the radius larger
than =1.5—-2 nm, and much smaller then dot investigated in
this work, Coulomb interactions can be calculated reliably
using the simple approximate orbitals as basis.

Dipole matrix element for light polarized along x direc-
tion are calculated by the following formulas:”-3%

(el ) = ER (e 2a+2 E CrCrglalxlB)

+ E E CR R B<R1(1’|X|R2,8> (1 1)

Ria Ry%R,B

where the first sum gives the “volume” contribution built
from the atomic position dipole moments determined by the
position of atom Iéz(Rx,Ry,RZ). The second term is built
from intra-atomic dipole moments for atomic transitions be-
tween orbitals on the same atom and the last term collects
contributions coming from orbitals centered on different at-
oms. As in the case of Coulomb matrix element we use
Slater orbitals?’ to calculate intra-atomic and interatomic di-
pole elements.

IX. MULTIEXCITON HAMILTONIAN

Once the single-particle eigenstates ¢;, their energies E;,
and Coulomb matrix elements V;;, are found, the Hamil-
tonian for the interacting electrons and holes can be written
in second quantization as'

1
_E Veklc CkCI

Hex = E EijCi + 2 Eflhjhz +
i i 2 ijkl

h.d
_E z]klhThThkhl EVE "T hkcl
l/kl ijkl

+ 2V

ijkl

el leyh. (12)

We note that this Hamiltonian does include vertex correc-
tions in the form of electron-hole interaction, but self-energy
corrections are included indirectly in the electron and hole
energies fitted to experimental transitions of bulk material.
The investigation of self-energy correction will be carried
out in the future.

Multiexciton configurations are built from several elec-
tron and hole single-particle states. We take into account six
lowest electron and six hole levels, but each level corre-
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sponds to doublet of two Kramers degenerate states giving a
total of 12 electron and 12 holes states. The multiexciton
wave function is expanded in terms of these configurations,
the Hamiltonian matrix constructed in configuration space
and diagonalized giving energies of ground and excited
states of multiexciton complexes. As number of possible
many-body configurations grows factorially with number of
particles, in exact diagonalization approach we introduce a
cutoff in number of configurations used in calculation. How-
ever, we make sure that analyzed features both in energy and
optical spectra are converged with respect to the number of
configurations and single-particle states used in building con-
figurations.

Finally, the optical spectra are found by calculating the
intensity of photoluminescence from the recombination of
one electron-hole pair in a N-exciton state using Fermi’s
golden rule

H(w) =X [(f.N=1|P
f

i,NPSE;-E;—hw), (13)

where |i,N) is ith state of the N-exciton system. The operator
P~ describes all the possible electron-hole recombination
channels

P~ =2 (1| Amyeh,, (14)
Im

where (l,|é-#m,) is a dipole matrix element calculated from
single-particle tight-binding wave functions for a given po-
larization of light €.

X. RESULTS
A. Single-particle levels

We present here the results of calculations for a lens-
shaped InAs dot, shown in Fig. 2(a). The height of the lens is
h=3.5 nm and the base diameter is D=25 nm. We chose
this particular size and shape to be able to compare our re-
sults with results of a different atomistic methodology,
namely, empirical pseudopotentials (Refs. 15 and 16).

Figure 2(b) shows charge distributions and energies cor-
responding to several lowest electron and hole levels. In the
atomistic calculation, due to the underlying zincblende lat-
tice, the rotational symmetry C., is reduced to C,,, despite
the cylindrical shape of the dot. As a result, the electronic
states can no longer be labeled as eigenstates of angular mo-
mentum L, which is not a good quantum number. In prin-
ciple, one should label states by different irreducible repre-
sentations of the “crystal+dot” symmetry group, but for
clarity and simplicity one can still label states approximately
as of s, p, or d character by analysis of their nodal structure
in real space. This approach works very well for electron
states, which can be well described by single-band model
and have well-defined directional and nodal properties.
Therefore the ground electron state e; is of s symmetry with
no nodal plane (Fig. 2), while the first and second excited
states (e, and e3) are of p symmetry, with one nodal plane
each. First of the p states is localized along [110] crystal
direction while the second p is localized perpendicularly
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FIG. 2. (Color online) (a) Lens-shaped quantum dot embedded
in GaAs (only indium and arsenic atoms are shown). (b) Electron
(right) and hole (left) probability density isosurfaces and energies
for dot (a). (c) Single-particle effective gap E,,,=E;~H, as a func-
tion tight-binding computational domain height for dot (a).

along the [110] crystal direction. This localization and elon-
gation, also visible for other states, is due to underlying lat-
tice symmetry and is enhanced further by strain effects.

The next three excited electron states have a more com-
plicated nodal structure. Two of them, e, and es, can be
denoted as d2_,» and d,, as they have two nodal planes on
the xy plane. Above these states of d symmetry there is an eq
state of approximate d (or 2s) symmetry. This state has one
node along radial coordinate, thus index 2 in contrast to the
nodeless 1s state. In the effective-mass model with parabolic
confinement the state corresponding to es would be acci-
dently degenerate with the d levels, forming a shell, while in
atomistic calculation for self-assembled quantum dots all de-
generacies (apart from Kramers) are removed.

The effective gap between electron and hole ground levels
is 0.7797 eV, which is a reasonable value for pure (nonal-
loyed) InAs dot. Spacing between ground (s-type) and first
excited (p-type) electron level is 52.7 meV, while the split-
ting of first and second excited (p-type) states is 1.28 meV.
Spacing between the higher of two p-states and the lowest of
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d states is 51.7 meV, and is very similar to that between
ground and first excited states, thus very close to the predic-
tion given by harmonic oscillator model, with the overall
shell structure being very well preserved.

However, the structure of hole levels is different then
those of electrons, more complicated due to the mixing of
angular momenta and anisotropic effect of strain. Surpris-
ingly, the hole energy levels cannot be grouped into quaside-
generate shells. Yet, the structure of lower hole levels charge
densities is similar to those of electrons, with the ground hole
hy state of s symmetry and the two first excited states of
approximate p symmetry. Note that the first excited hole
state h, is elongated along [110], perpendicular to the elon-
gation axis of the first excited electron level e,.

The energy difference between the ground and excited
hole states is 14.4 meV, approximately one third of the cor-
responding value for electrons. Smaller spacings between
hole levels in self-assembled quantum dots can be attributed
to higher effective mass of holes. On the contrary, the split-
ting between p-type excited hole states /1, and A5 is 9.8 meV,
is much larger then for electrons and comparable with energy
difference between s and p. Large splitting of the p levels
can be understood in terms of different biaxial strain contri-
bution along [110] and [110] axes. It affects holes only as
electrons, built predominantly from atomic s orbitals, are vir-
tually immune, at least in the simplest Bir-Pikus model, to
biaxial strain.

The higher lying state &, does not show a clear symmetry
character, with spacing between h; and h, equal only 5.5
meV. However, two higher lying states hs and hg are well
separated (13.5 meV) from h, and form a well-defined dou-
blet with small, 1.8 meV, splitting. While the shell structure
of holes is not visible in lens-shaped dots, Indium flush
technique,39 which creates thinner, more disklike dots leads
to a hole shell structure!! observed experimentally.*’

B. Dependence of electron levels on valence-band offset and
deformation potential

Figure 3 shows energies corresponding to several lowest
electron (blue) and hole (red) levels obtained for different
values of InAs/GaAs valence-band offset (VBO), different
absolute InAs (GaAs) valence-band deformation potential a,,
and different models, BP or DFT, used in fitting tight-binding
Hamiltonian to reproduce strained bulk band edges.

Different choice of VBO results in a simultaneous shift of
the depth of both strained and unstrained electron and hole
confining potentials. The bigger the VBO the deeper the well
for holes and the shallower the well for electrons. However,
the energy difference between the top of the valence band
and the bottom of the conduction band remains unchanged
and equals bulk InAs band gap in the unstrained case. This
results in a very small change, =2%, of the effective QD
e;—h; gap when going from VBO=210 to 60 meV. Simi-
larly, the different choice of @, does not lead to significant
change of the effective gap as overall InAs band-gap defor-
mation potential a,,,=a.—a,=-6.08 eV is kept fixed for
different values of a,. The only notable difference in the gap
prediction between Bir-Pikus and DFT models can be attrib-
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FIG. 3. (Color online) Electron (blue/upper/dark gray) and hole
(red/lower/light gray) single-particle energies calculated for differ-
ent values of InAs/GaAs VBO, different absolute (InAs) valence-
band deformation potential a, and different models, BP or DFT,
used in fitting tight-binding Hamiltonian to reproduce strained bulk
band edges.

uted to overestimation of conduction-band energies under bi-
axial strain, as mentioned previously. This difference empha-
sizes the importance of the proper modeling of strain in
atomistic calculations and leaves open door for future re-
search.

As mentioned above, a,,, does not depend on the choice
of a,, however, different choice of a, results in different
value of absolute conduction-band deformation potential be-
cause a,=dy,,+a,, i.., a,==5.08 or =7.08 eV, resulting in
different energies of the ground electron level for different
a.. However, we note that general structure of electron levels
remains fairly unchanged with well-pronounced shell struc-
ture and ground-first-excited-states spacing =50 meV for
different choice of input parameters.

We also note here that structure of probability densities of
confined electron states is very stable with respect to the
choice of VBO and a, parameters. For all cases considered
in this work their charge density looks exactly the same as in
Fig. 2, with the same nodal structure, elongation directions,
and the spatial extent.

C. Dependence of valence hole levels on valence-band offset,
deformation potential, and methodology

The detailed structure of hole states differs significantly
with a different choice of input parameters. Figure 4 shows
detailed probability density isosurfaces and energies for
holes, calculated for different values of InAs/GaAs VBO,
different absolute valence-band deformation potential a, and
different fitting targets, BP or DFT. The ground hole states
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FIG. 4. (Color online) Hole probability density isosurfaces and
energies calculated for different values of InAs/GaAs VBO, differ-
ent absolute valence-band deformation potential a, and different
models, BP or DFT, used in fitting tight-binding Hamiltonian to
reproduce strained bulk band edges.

remain of approximately s type, however, with different level
of elongation depending on the model. Also, the first excited
state is of p symmetry in all cases, localized along [110].

Higher lying states change their character and energy
spacing depending on the choice of parameters, making it
almost impossible to address the details of hole level struc-
ture without a better understanding of hole bulk properties:
VBO and a,. As these parameters are input to any atomistic
calculation, we believe that similar uncertainties are present
in results obtained by other authors.

To illustrate the problem, we show in Fig. 5 results of
calculation for the same dot obtained with effective bond
orbital method (EBOM),*! tight-binding (TB) model with in-
put parameters chosen similar to the ones used in empirical
pseudopotential calculation (EMP1) from Ref. 15. Another
empirical pseudopotential calculation (EMP2) is shown for
comparison. '

As expected, the structure of electron states is similar in
all cases, however, hole states differ significantly. EBOM
maintains approximately a shell-like structure of hole
levels. This differs from both TB and EMP and can
be attributed to the replacement of zincblende with cubic
symmetry in EBOM. There is a good agreement between
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FIG. 5. (Color online) Electron (blue/upper/dark gray) and hole
(red/lower/light gray) single-particle energies calculated for EBOM,
TB model with parameters chosen similar to EMP1 from Ref. 15.
Another EMP2 is shown for comparison from Ref. 16.

TB and EMP1 calculation, with a characteristic
“large/large/small” level spacing between subsequent hole
levels hy—h,=~hy—hy>h;—h,.

Surprisingly, two pseudopotential (EMP1/EMP2) calcula-
tions predict different details of hole levels, most likely due
to slightly different choice of fitting parameters or fitting
results in pseudopotential fitting procedure. Figure 5 illus-
trates our point on importance of the choice of proper param-
etrization for all empirical atomistic calculations.

D. Single-particle optical properties

Symmetries of single-particle states directly influence
quantum dot optical properties via the dipole moment matrix
elements. Figure 6 shows joint optical density of states
(single-particle absorption spectrum) calculated for light po-
larized along x axis ([100] crystal direction), i.e., (1,/|x|dp,)-

We observe three main groups of peaks corresponding to
transitions between states from shells of similar symmetry,

I X polarization
S I Z polarization (x5)

Amplitude (arb. units)

P
ii D
Ll ..I.I -hllll.IIIL

0.80 0.84 0.88 0.92

Energy (eV)

FIG. 6. (Color online) Joint optical density of states (single-
particle absorption spectra) calculated for two light polarize along x
(red/light gray) and z (blue/dark gray) axes.
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FIG. 7. (Color online) Joint optical density of states (single-
particle absorption spectra) calculated for two different values of
InAs/GaAs VBO (a) VBO=210 meV and (b) VBO=60 meV.

ie., s-s, p-p, and d-d, with spacings among groups deter-
mined by spacing between s, p, and d electronic shells. How-
ever, as single-particle hole states are not purely s, p, or d,
but rather of mixed angular momentum character, we also
observe additional lines, not present in predictions of single-
band effective-mass approximation. Figure 6 shows also that
contribution from light polarized along z axis ([001]), i.e.,
growth direction, is negligible comparing to in-plane contri-
bution, reflecting dominant confinement in z direction.

The atomistic character of underlying lattice, which re-
sults in inequivalency of crystal directions [110] and [110]
can also be observed in the optical spectrum. To quantify this
effect we calculate the polarization ratio defined as

_ ny _ Wl rpnnolnn)
Proy  @erlriiolm)

(15)

This ratio measures the difference in optical matrix elements
for light polarization along different optical axis. For the
system analyzed here, this ratio is equal 0.9 for the transition
between ground electron and hole states. This is different
from 1.0 for a system with full cylindrical symmetry.

As mentioned above, well-pronounced character of elec-
tron states and their stability with respect to different param-
eterizations enables us to label/classify hole states according
to optical transitions to different electron states. Electron
states e, and e are of well-defined p character and we label
them as p; and p, correspondingly. Similarly we label ey, es,
and eg as dy, d,, and ds, respectively.
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Figure 7 shows the comparison between joint optical den-
sity of states calculated for two different values of InAs/
GaAs VBO: (a) VBO=210 meV and (b) VBO=60 meV. In
both cases DFT model was used as a fitting target to describe
the biaxial strain evolution with a,=—0.88 as derived from
DFT.

The overall blueshift in the VBO=60 meV case corre-
sponds to larger effective gap. In both cases the characteristic
splitting within the p shell reflects the splitting of the hole p
shell (h3—h,~10-12 meV).

For VBO=210 meV allowed transitions occur only
within a given shell (s to s, p to p, etc), which again allows
us to classify h, and h5 states as of p character and higher
lying states as of mixed d character.

However, for VBO=60 meV, apart from the p to p tran-
sitions there are noticeable p;-d, and p,-d; lines correspond-
ing to transitions from electronic p shell to hole d,(h,) state
and from electronic d shell to hole p,(h;) state revealing
mixed p/d character of h3/h, states. This hybridization of
states can also be expected from energy spectra, as these two
states are very close in energy (Fig. 4). Notice that mixed
character of states, well pronounced in JDOS, is not clearly
visible in the charge-density distribution on Fig. 7, which
emphasizes the usefulness of JDOS as a way of labeling QD
states.

E. Many-body properties

Next we turn to calculating the many-body spectrum of
the quantum dot.

1. Excitonic absorption spectrum

Figure 8 shows exciton absorption spectra calculated
for two different values of InAs/GaAs VBO, (a)
VBO=210 meV and (b) VBO=60 meV, using different
levels of approximation in the many-body calculation.

First, in the single-particle (SP) picture all interactions
between electron and hole states are neglected, SP being thus
the joint optical density of states. Then, in the Hartree-Fock
(HF) approximation only diagonal matrix elements of
electron-hole Hamiltonian are included, corresponding effec-
tively to a perturbative treatment of many-body effects. Fi-
nally, mixing between different configurations by Coulomb
scattering is taken into account in a full configuration-
interaction (CI) treatment.

First noticeable difference between different approxima-
tions is overall shift toward lower energies when going from
(a) single particle to (b) “Hartree-Fock™ case. This redshift is
due to the attractive electron-hole Coulomb interaction equal
33.6 and 33.3 meV for VBO=210 and 60 meV correspond-
ingly. Note that despite the 2% difference in the single-
particle energy gap between two VBO cases the electron-
hole Coulomb integral is almost identical.

The energy corresponding to the ground state of
exciton is 746.1 meV (VBO=210 meV) and 763.5 meV
(VBO=60 meV) and it is redshifted from the single-particle
gap by electron-hole Coulomb interaction 33.6 and 33.3
meV for VBO=210 and 60 meV, respectively. In the CI case
(c) the ground-state energy is further redshifted by the cor-
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FIG. 8. Exciton absorption spectra calculated for two different
values of InAs/GaAs VBO: (a) VBO=210 meV and (b)
VBO=60 meV using different level of approximation in many-
body calculation. First in SP picture all interactions between elec-
tron and hole are neglected, next in HF picture, only diagonal ma-
trix elements of electron-hole Hamiltonian are included, finally
mixing between different configurations (off diagonal, i.e., Cou-
lomb scattering terms) is taken into account in full CI picture.

rection due to correlation effects (=1 meV).

Figure 8 also shows a quite significant difference in rela-
tive heights of absorption lines, when going from (a) to (c).
Surprisingly, some of the noticeable differences between
VBO=210 and 60 meV visible in initial single-particle prop-
erties are smeared out by interactions in the final, fully cor-
related calculation. These two observations stress out the ne-
cessity of full many-body treatment of excitonic effects in
quantum dots. Interestingly, the excitonic absorption spectra
comprising of a single “s” shell and dominant “p” shell ab-
sorption peaks seem to compare very well with absorption
spectra predicted from the effective-mass model.*?

2. Multiexciton complexes

Finally, we analyze the spectrum of multiexciton com-
plexes. As already mentioned, the lens-type quantum dot
shows only quasidegenerate electronic shells for the electron
states with hole states being more complicated, without a
clear shell structure. However, as we could see above in the
exciton absorption spectra, the optical properties of QDs in-
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FIG. 9. (Color online) (a) Multiexciton emission spectra calcu-
lated for two different values of InAs/GaAs VBO:
VBO=210 meV (black) and VBO=60 meV (red, light gray), (b)
exciton charging energy as function of number of excitons.

cluding many-body effects are still dominated by the single-
particle spacings of the electron states s, p, etc.

Figure 9 shows the emission spectra from the multiexci-
ton complexes as a function of the number of excitons,
showing filling of quasidegenerate shells. In other words,
Fig. 9 presents recombination spectra of an electron-hole pair
in the presence of several other electron-hole pairs. Namely,
for the 3X complex we show emission spectra of the
electron-hole pair recombing in the presence of two other
electron-hole pairs, etc. We see well-defined groups of peaks
belonging to s, p, and d approximate shells. We see also that
the emission from the s, p, and d shells is not a sensitive
function of the number of excitons as postulated by “hidden
symmetry” arguments.*>~*> The small structure of the p shell
emission (for 3X and 4X) is related to the total spin and
scattering to higher shells, while more complicated p shell
emission for the 5X and 6X complexes is related to the split-
ting of the hole p states. The associated emission structure in
the s shell energy range is not related to hidden symmetries
and is a sensitive function of the filling of the shell, in agree-
ment with results obtained using the effective-mass harmonic
oscillator states.**

Figure 9(b) shows the exciton charging spectrum, defined
as the energy needed to add one exciton to a system already
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containing N excitons. Despite the complicated structure of
hole levels, the charging spectra also reveal well-defined
steps corresponding to filling of subsequent shells. However,
a comparison with EBOM (Ref. 5) (shifted by —0.2 eV to
match the energy of ground the exciton states) shows a small
step for the case of 5X and 9X due to the splitting of the hole
p and d states.

When the fifth (ninth) hole is added to the system it has to
occupy the second of the p states (third of the d states) due to
the Pauli exclusion principle. Due to the splitting in hole
spectrum this state has a different single-particle energy re-
sulting in a step in charging spectrum.

XI. CONCLUSIONS

We presented here an atomistic sp’d’s* tight-binding
theory of electronic structure and optical properties of InAs/
GaAs self-assembled quantum dots. The atomistic theory in-
cludes zincblende symmetry, faceting, and atomic orbitals
accounting for interband and intervalley couplings. The equi-
librium position of atoms is calculated using the valence
force field (VFF) method and modification of the tight-
binding Hamiltonian due to strain is accounted for using
Harrison’s law. The electronic and optical properties of mul-
tiexciton complexes are determined by solving the many-
body Hamiltonian for interacting electrons and holes using
the configuration-interaction approach. The methodology is
applied to an InAs/GaAs lens-shaped quantum dot. The de-
pendence of calculated electron and hole electronic states on
the InAs/GaAs valence-band offsets and InAs absolute
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valence-band deformation potentials is described. It is shown
that the electron levels are well described by the effective-
mass harmonic oscillator model. The hole levels are found
not to have a well-defined shell structure, and their levels are
found to be sensitive to the choice of the valence-band offset
and valence-band dependence on strain, i.e., parameters
which are not well known. Given the set of bulk parameters,
the reliability of the atomistic calculations was positively
assessed by comparison with results of the empirical pseudo-
potentials method and effective bond orbital method. Future
work will address the structure of valence holes by compari-
son with available experiments. In the end, this will establish
tight-binding methodology as a useful tool in designing
semiconductor nanostructures starting with their atomic con-
stituents and ending with their electronic and optical proper-
ties.
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